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INTRODUCTION 

For a number of decades, the conventional approach to medical picture analysis for cancer relied 

on human-defined characteristics as its foundation. In many cases, low-level image qualities like 

as intensity, contrast, and a limited number of texture metrics served as a source of motivation for 

the development of these features. It was challenging to capture the high-level, complex patterns 

that a skilled radiologist uses to determine whether or not cancer is present in a patient 1. In the 

subclassification of tumors, for instance, such procedures were used efficiently, and this was one 

area in which they were successful. Nonetheless, the strategy was successful overall. 

However, with the advent of machine learning and the availability of more potent high-

performance computing infrastructures, it became possible to exhaustively analyze the texture and 

shape content of medical photographs in an effort to decipher high-level pathophysiological 

patterns. This was a significant step forward in the field of pathophysiology. The accuracy of the 

diagnoses was ultimately improved as a result of this accomplishment. During the same time 

period, the development of texture representation and feature extraction, which had happened via 

an increasing number of ways over the course of the preceding decades, had a catalytic role in 

better capturing the appearance of tumors through medical image analysis 15. Last but not least, 

the need to interpret the imaging phenotype in cancer became even more challenging as a 

consequence of the fact that the vast majority of observed phenotypic variation is now considered 

to be traceable to non-genetic variables in chronic and age-associated disorders 1. This discovery 

is significant because it provides an explanation for why there is now an even greater need to 

comprehend the imaging phenotype in cancer. 

The evolution of radiomics was significantly influenced by each of these aforementioned factors. 

A high-throughput feature extraction is followed by machine learning in radiomics, which permits 

the production of crucial discriminating and predicting signatures based on imaging phenotypes. 

Radiomics is comparable to genomics in this regard. Deep learning techniques have been used 

into the practice of radiation oncology, which has led to the creation of an innovative technique 

for the extraction of features from photographic images of medical conditions. This technique 

includes the automatic learning of complex and high-level properties from a large number of 

medical pictures that comprise various instances of the same sort of tumor. These photographs 

come from medical imaging archives. Figure 4 is a representation of the key applications of 

artificial intelligence and radiomics that may assist medical professionals in providing more 

accurate treatment to cancer patients. 

 
Figure 1 

The main medical image processing applications enhanced with AI/radiomics towards precision 

oncology. 

LITERATURE REVIEW 

Kostas Marias (2019) The development of precision medicine throughout the length of the cancer 

care continuum might be greatly sped up by the provision of a technology link between radiology 

and oncology. This is one of the reasons why the role of medical image computing is becoming 

more significant in cancer, not the least of which is owing to the remarkable growth of 

computational AI approaches. In oncology, this is one of the reasons why. Research in the field of 

medical image processing has been running strong for more than three decades, with an initial 

concentration on standard image analysis tasks such as registration segmentation, fusion, and 

contrast optimization. This line of inquiry has been going strong for more than three decades. The 
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field of imaging biomarker discovery, on the other hand, has moved its emphasis in recent years 

to the translation of functional imaging data into meaningful biomarkers that are able to offer 

insight into the pathophysiology of a tumor. These biomarkers are able to give insight into the 

pathophysiology of a tumor. The progress that has been made in model-based medical image 

processing is to blame for this change in focus. More recently, the development of high-

performance computers, in conjunction with the accessibility of enormous medical imaging 

datasets, has made it possible to use sophisticated machine learning techniques within the 

framework of radiomics and deep learning modeling. This has been made possible as a result of 

radiomics. This is now feasible because to improvements in radiomics as well as medical imaging 

databases that can be accessed with greater ease. The purpose of this study is to investigate and 

assess the shifting function of image processing and analysis by examining it through the lens of 

the shifts that were presented in the previous section. These innovations have the potential to 

accelerate precision oncology, which would result in improvements to cancer diagnosis, 

prognosis, and treatment planning. 

Urvashi Garg (2019) The uncontrolled growth of abnormal cells in any part of the body is one of 

the defining characteristics of cancer. Cancer is an umbrella term that refers to a group of disorders 

that are brought on when abnormal cell development develops in different locations throughout 

the body. These diseases are referred to together under the term "cancer." There are over a hundred 

subtypes of cancer, the most frequent of which are prostate cancer, breast cancer, mouth cancer, 

colon cancer, and skin cancer. Lung cancer, skin cancer, breast cancer, oral cancer, and colon 

cancer are all rather prevalent. If treatment is delayed for an extended period of time, it might 

potentially cause serious health issues and possibly lead to death. This article presents a complete 

analysis of methods for the detection of lung cancer, brain cancer, and liver cancer by using image 

processing. The three types of cancers are discussed in detail. These methods are effective for 

managing massive datasets in order to get accurate and time-efficient findings in cancer detection. 

Automated and computer-aided detection systems (CAD) that make use of artificial intelligence 

are the techniques that are used throughout the detection process. However, in order for these 

processing systems to be compatible with AI, they will first need to solve a number of challenges 

before they can be applied on a wide scale. These difficulties involve photo capture, pre-

processing, segmentation, data management, and classification approaches. A wide array of ways 

for photographing and dividing up images are being looked at as part of the scope of this study. 

These strategies have emerged as essential, not only in terms of addressing the requirements of a 

growing patient population but also in terms of improving the general status of the healthcare 

system. 

Homero San Juan (2019) The bulk of fatalities attributed to cancer are caused by lung cancer, 

and this is true on a global scale. Imaging tests are an absolute need for both the diagnosis and 

evaluation of a patient's prognosis when it comes to lung cancer. Processing techniques for medical 

images, such as radiomics, make it possible to glean information from images that would be 

inaccessible without the assistance of computer devices. It is possible that the diagnosis and 

treatment of cancer might benefit from this knowledge. This article focuses on the most recent 

developments that have occurred in the area of image processing technologies that have been used 

to the research of lung cancer. These developments have been made in recent years. The research 

focuses on two basic goals: the segmentation of nodules or tumors, and the extraction of crucial 

features for classification and prognosis of the development of tumors using Radiomics. Both of 

these core tasks are discussed in detail throughout the paper. 

The researchers Yu et al. (2016) obtained 2,186 hematoxylins with eosin stained histopathological 

whole-slide lung adenocarcinoma and squamous cell carcinoma patient's pictures from TCGA 

(The Cancer Genome Atlas), in addition to 294 additional pictures from the Stanford TMA (Tissue 

Microarray Database). A human assessment of the patient's pathology, on the other hand, is not 

capable of providing an accurate forecast of the patient's prognosis. The researcher has used 

regularized methods of machine learning to select the top features and to differentiate shorter-term 

survivors from longer-term survivors who had stage I adenocarcinoma (P 0.003) or squamous cell 

carcinoma (P = 0.023) for the TCGA data set. In this study, the researcher has extracted the 9,879 
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quantitative features of an image. Those who had survived for a shorter period of time were more 

likely to develop stage I adenocarcinoma than those who had survived for a longer period of time. 

The researchers were able to validate the survival rate with the TMA cohort by using the proposed 

framework (P values of less than 0.036 for the various types of tumors). The results have prompted 

researchers to postulate that the features that are automatically acquired have the ability to 

anticipate the prognosis of lung cancer patients and, as a consequence, contribute to precision 

oncology. This was done as a direct result of the findings. The methodologies that have been 

shown are scalable and may be used to analyze the histopathology images of a variety of organs 

(53). 

The texture aggregation that Pol Cirujeda and his colleagues (2016) adopted has to keep the 

spatial co-variations between features intact. This is a key method for avoiding the drawback of 

conventional aggregation, functions such as the average, which manifests itself when the 

interactions between the local responses of texture operator pairs are mixed up over a variety of 

nodular components. The first thing that was done was to use particular methodologies to assess 

whether or not NSCLC nodule recurrence could be predicted from pre-treatment CT imaging. This 

was done as the first step in the process. The manifold regularized sparse classifier was employed 

in the second half of the procedure, and the described methods were used in order to identify the 

kind of NSCLC nodule recurrence that was present. These results need to be confirmed and 

investigated further since they open up new avenues of inquiry into the ways in which 

morphological and tissue characteristics may be used to assess the likelihood that a cancer will 

spread to other parts of the body. In order to model orthogonal information, the author 

concentrated on the textural properties of nodular tissue and then merged those traits with other 

variables, such as the shape and size of the tumor (54). 

RESEARCH OF CANCER SCREENING 

Recent advances in artificial intelligence (AI) powered medical image processing have the 

potential to have a substantial impact on cancer screening programs at the national level. These 

discoveries may help reduce the tremendous strain that is placed on radiologists, as well as aid 

medical professionals in lowering the number of cancers that are overlooked and in discovering 

them at an earlier stage. Recent advances in artificial intelligence-based image processing are able 

to transcend the limits of human vision. This has the potential to lead to a decrease in the number 

of cancers that are missed during screening and an increase in the capacity to cope with inter-

observer variability. This is a major advancement over the prior efforts that were covered in the 

earlier portions of this article. 

Identification and classification of lung nodules at an earlier stage in the context of lung cancer 

screening is of the highest relevance for improving patient outcomes and quality of life. This is 

because earlier detection of lung nodules allows for screening at a more preventative stage. Even 

though screening programs are accessible, the majority of lung cancers are not identified until they 

are in their late stages. This leads to an increased mortality rate and a low survival rate after 5 

years for people who are diagnosed with lung cancer. In this context, radiomics and deep learning-

based techniques have shown encouraging results toward the goal of precision pulmonary nodule 

evaluation 17. One example from recent times that is especially noteworthy is one that was just 

published by Ardill et al. These researchers developed a deep learning system that examines a 

patient's current and previous computed tomography volumes in order to determine whether or not 

the patient would develop lung cancer. After obtaining a state-of-the-art level of effectiveness on 

6716 of those cases (area under the curve of 94.4%), their model performed similarly on an 

independent clinical validation set of 1139 instances. When the prior computed tomography 

imagery was not available, their model achieved absolute reductions of 11% in false positives and 

5% in false negatives, which allowed it to outperform all six radiologists.  18 . 

It has been hypothesized that artificial intelligence would be able to improve diagnostic 

performance and resiliency while at the same time mitigating the inherent limits of mammography, 

which is one of the technologies that is used to screen for breast cancer. In a prospective clinical 

research study, an artificial intelligence software that is now available for commercial purchase 
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was evaluated as an independent reader of screening mammograms, and the study's findings 

demonstrated that the program had appropriate diagnostic performance 19.  

DISCUSSION ON CANCER AND ONCOLOGY 

Contrary to what many people believe, advancements have been made in the area of medical image 

processing over the course of the last several decades, with cancer image analysis acting as the 

principal application of this subject's research. The foundation of conventional medical image 

processing may be found in the concepts of traditional image processing and computer vision. Its 

major emphasis was on low-level feature extraction and basic classification tasks, such as 

detecting whether a tumor was benign or malignant, or on the geometrical alignment of temporal 

pictures and the segmentation of tumors for volumetric analysis. Another key focus was on 

assessing whether a tumour was benign or malignant. This early stage in the 1990s was a 

significant milestone for subsequent development since a number of radiologists and oncologists 

saw the future potential and contributed to the formation of a multidisciplinary community on 

medical image analysis and processing. This realization was a necessary prerequisite for further 

expansion. As a direct consequence of this, the early stage served as a significant stepping stone 

for subsequent growth. More importantly, it laid the framework for radiomics by recommending 

the investigation of the shape and texture of tumors as beneficial patterns for identifying, 

segmenting, and categorizing tumors. This was an important step since radiomics is now widely 

used. The field of radiomics made a tremendous advance because to this. Nevertheless, the most 

fundamental barrier that these kinds of endeavors faced was the high degree of fragmentation that 

existed inside them. In addition, there were not enough computational resources available, and 

there was a very limited amount of cancer imaging data, which often came in the form of 

mammograms or MRIs. These were also additional difficulties. 

The realization that dynamic picture data could be translated into tissue characteristics paved the 

way for the creation of accurate and repeatable image biomarkers for cancer, which was another 

significant milestone for medical image computing. Another significant step forward for medical 

image processing was the introduction of functional imaging. In order to achieve this goal, non-

traditional approaches to the processing of medical images were used. These techniques were 

founded on the concept of compartmental models, and their goal was to establish a correlation 

between the imaging phenotype and the characteristics of the microenvironment of the tumor. 

Diffusion and perfusion were the methods that were used to determine these qualities. These 

model-based techniques, which include compartment pharmacokinetic models for DCE-MRI and 

the IVIM model for DWI-MRI, sometimes require laborious preprocessing in order to translate 

the original signal into quantitative parametric maps that are able to transmit information about 

perfusion and cellularity to the physician. This preprocessing is necessary in order to translate the 

original signal into quantitative parametric maps that can transmit information about perfusion 

and cellularity. According to one school of thinking, this is still a new field of research and there 

is a significant potential for it to be used in clinical settings. Additionally, this school of thought 

argues that there is a big potential for its usage in clinical settings. The fact that techniques such 

as DWI-MRI do not need the use of ionizing radiation or the injection of a contrast agent lends 

credence to this point of view. Having said that, extensive standardization efforts are still required 

in order to converge on stable imaging techniques and model implementations that will assure 

reproducible parametric maps and robust cancer biomarkers. This will be accomplished by a 

converge on stable imaging procedures and model implementations. These efforts are required in 

order to converge on robust imaging procedures and model implementations. Those goals can only 

be achieved with your help. The processing of such functional data using compartmental models 

is a very demanding endeavor that requires a greater understanding of imaging methods as well as 

numerical analytical tools for model fitting. In order to be successful in this endeavor, you will 

need to commit a significant amount of time and effort. When compared to the most current 

research in radiomics and deep learning, this is even another disadvantage. 

Researchers' approaches to their work in the field have been fundamentally revolutionized as a 

result of recent advances in high-performance computing, machine learning, and neural networks, 

in particular during the course of the last 10 years. The work done in the field of radiomics, which 
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focuses on the extraction and modeling of huge quantities of features, has contributed to the 

expansion of the notions relating to texture and form descriptors in cancer medical image 

processing. This expansion was made possible by the work done. Such radiomics approaches have 

also been improved by convolutional neural networks, which outperformed the traditional image 

analysis methods in tasks such as lesion segmentation while introducing more sophisticated 

predictive, diagnostic, and correlative pipelines towards precision diagnostics, therapy 

optimization, and synergistic radio-genomic biomarker discovery. In addition, these networks 

outperformed traditional image analysis methods in tasks such as lesion segmentation. In other 

words, convolutional neural networks have outperformed the standard techniques of image 

processing that have been used in the past. The availability of open access computational tools for 

machine and deep learning has resulted in an unprecedented number of papers, artificial 

intelligence start-ups, and faster talks for the construction of AI regulatory procedures and clinical 

translation of such technologies. These developments are all a direct outcome of the availability 

of these tools. The extraordinary number of results may be attributed to the combination of these 

methods with public resources for cancer imaging, such as the Cancer Imaging Archive (TCIA). 

The inability of these astonishing technologies to be adequately explained is, nevertheless, the 

most major downside associated with them. This disadvantage was an essential tradeoff that was 

required in order to accomplish the amazing advances in oncological applications throughout the 

cancer spectrum. Another element that contributed to a decrease in trust in these models was the 

fact that they could not be explained. It was difficult to generalize the findings because of the wide 

number of parameters that were evaluated, and this task was made much more challenging by the 

huge degree of diversity in image quality and imaging procedures that existed across clinical 

locations and suppliers. 

The discipline of medical image processing is still in the process of expanding, and as it does so, 

it will continue to produce useful tools and methodological concepts that might potentially 

enhance the analysis and interpretation of cancer pictures. Methods from the field of data science 

that place an emphasis on radiomics have been absolutely necessary in paving the way for the 

acceleration of precision oncology 32. However, the vast majority of the efforts that have been 

done up to this point exclusively use imaging data, which limits the efficiency of diagnostic and 

prognostic tools. Therefore, the creation of novel data integration paradigms that make use of 

imaging as well as multi-omics data is a very promising field for the conduct of future research 

33. This is because imaging and multi-omics data are both quite useful. Deep learning and 

quantitative parametric maps have recently been the focus of research that aims to study the 

potential synergy that may be produced by merging the two techniques. The authors of paper 

number 34 present a deep learning system that, in order to identify outstanding responders of 

locally advanced rectal cancer, was trained using apparent diffusion coefficient (ADC) parametric 

scans from a range of vendors. This was done in order to improve the accuracy of the system's 

results. Integrated diagnostic approaches 35 that include medical pictures and other data relevant 

to cancer have the potential to increase diagnostic precision and reliability if standard imaging 

representations are combined with parametric maps. In addition, this combination has the potential 

to improve diagnostic accuracy. 

Imaging in medicine takes use of recently created technology to improve patients' health as well 

as the general quality of their lives. This benefits patients in more ways than one. An great 

illustration of this may be seen in the realm of medicine, namely in the form of computer-assisted 

diagnostics, or CAD, systems. Imaging methods that are gaining favor with researchers include 

X-rays, magnetic resonance imaging (MRI), cardiac magnetic resonance imaging (CMRI), 

computed tomography (CT), mammography, and histopathology images (HIs), among others. 

Even though there have been considerable advancements in the diagnosis and treatment of 

cardiovascular diseases (CVDs), these disorders are still the leading cause of death on a worldwide 

basis. According to information that was released by the World Health Organization (WHO), 

cardiovascular illnesses were the cause of death for 17.9 million persons in the year 2016. Cancer 

is another ailment that has a high mortality rate and is responsible for 9 million deaths worldwide 
every year. Cancer is a worldwide issue that has an equal impact on industrialized nations and developing 

countries. The growth in the number of risk factors, in addition to the delayed identification of diseases, 
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may be to blame for the high death rates that are seen in nations with low and moderate incomes. The early 

and correct identification of cardiovascular illnesses and malignancies is essential if one is to have any 

hope of providing effective therapy and making appropriate diagnostic decisions.  1, 2. The following 

phase, which comes after evaluating the previously obtained diagnostic data, is to extract valuable 

information from the data that was collected. In recent years, technological advancements and increases in 

the capacity of computers have led to an exponential development in the applications of artificial 

intelligence (AI) in medical imaging. Specifically, the field of magnetic resonance imaging (MRI). The 

medical imaging sector has been a driving force behind this expansion. Machine learning (ML) is used in 

a variety of different capacities throughout the image-based diagnostics procedure. It draws on prior clinical 

models that were discovered by explicit programming as intricate imaging data patterns. These patterns 

were then used as a foundation for the model. It is possible to develop more accurate models based on the 

training patterns that are utilized when machine learning methods are given training data. This occurs when 

the approaches are fed training data. The present evaluation declares the added value of image-based 

diagnostics that makes use of ML algorithms 3, 4. 

CONCLUSION 

The discipline of medical image processing is still in the process of expanding, and as it does so, it will 

continue to produce useful tools and methodological concepts that might potentially enhance the analysis 

and interpretation of cancer pictures. The use of data science techniques with a primary focus on radiomics 

has been critical in laying the groundwork for the quickening of the pace of precision oncology However, 

the vast majority of the efforts that have been done up to this point exclusively use imaging data, which 

limits the efficiency of diagnostic and prognostic tools. To achieve this goal, one very fruitful avenue for 

the conduct of future research is the creation of novel paradigms for the integration of data that make use 

of imaging as well as multi-omics information. Deep learning and quantitative parametric maps have 

recently been the focus of research that aims to study the potential synergy that may be produced by 

merging the two techniques. In the article the authors provide a deep learning system that was trained on 

apparent diffusion coefficient (ADC) parametric scans from a range of vendors in order to make a 

prediction regarding outstanding responders of locally advanced rectal cancer. This was done so that the 

system could provide this prediction. In addition to integrated diagnostic strategies that include medical 

pictures and other data that is pertinent to cancer, the combining of classic imaging representations with 

parametric maps has the potential to increase accuracy and reliability. 
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