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Abstract 
SMS spam has emerged as a persistent problem for mobile phone users, not only causing 

unwanted disruptions but also exposing users to potential security risks such as phishing and 

fraud. Traditional spam detection methods, primarily relying on keyword-based matching or 

rule-based algorithms, have proven insufficient in addressing the dynamic and sophisticated 

nature of modern spam messages. As spammers continuously evolve their techniques, 

conventional approaches often fail to accurately classify messages. This paper presents a 

novel approach to SMS spam detection by leveraging Text Mining and Natural Language 

Processing (NLP) techniques. The methodology includes several stages, such as tokenization, 

stemming, and the application of the Term Frequency-Inverse Document Frequency (TF-

IDF) method for effective feature extraction. Furthermore, the study integrates a variety of 

machine learning classifiers, including Logistic Regression, Support Vector Machines 

(SVM), Naive Bayes, and Random Forest, to determine the most effective model for 

distinguishing between spam and non-spam messages. Through rigorous evaluation using 

metrics such as accuracy, precision, recall, and F1-score, the proposed system demonstrates 

high classification performance. Specifically, the combination of text mining and machine 

learning algorithms yields superior results compared to traditional methods, offering an 

efficient and scalable solution for SMS spam filtering. This research highlights the 

importance of employing advanced computational techniques in combating the ever-growing 

issue of SMS spam and provides a solid foundation for the development of real-time spam 

detection systems in mobile applications. The findings indicate that such an approach can 

significantly improve the user experience by reducing unwanted messages and enhancing 

mobile security. 
Keywords: Natural Language Processing (NLP), Machine Learning, Text Mining, Classification, 

Feature Extraction, Logistic Regression, Naive Bayes, Random Forest, Spam Detection 

Techniques. 

Introduction 

With the widespread use of mobile phones, SMS spam has emerged as a critical issue that 

affects both user experience and privacy. Spam messages often include advertisements, 

phishing attempts, and malicious links, leading to security risks such as identity theft and 

fraud. Current spam detection techniques, primarily based on rule-based approaches or simple 

keyword matching, are limited in their ability to adapt to new types of spam. This study aims 

to explore more sophisticated approaches using text mining and Natural Language Processing 

(NLP) to detect SMS spam messages effectively. By focusing on the linguistic and semantic 

aspects of the text, NLP enables a deeper understanding of message content, allowing for 

more accurate classification. Moreover, text mining techniques can be used to identify hidden 

patterns and trends in the data, which are useful for developing predictive models. In this 

paper, we discuss the application of various NLP techniques, such as tokenization, stop-word 

removal, and feature extraction, and evaluate their performance in a machine learning- based 

framework. 

Objectives 

1. To Develop a Robust SMS Spam Detection System: Leverage Text Mining and Natural 

Language Processing (NLP) techniques to build an efficient system for classifying SMS 

messages into spam and non-spam categories. 

2. To Implement Effective Feature Extraction Methods: Use advanced techniques such as 

tokenization, stemming, and TF-IDF to extract meaningful features from SMS data and 

enhance the classification process. 

3. To Compare Multiple Machine Learning Algorithms: Evaluate the performance of 
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different machine learning models, including Logistic Regression, Support Vector 

Machines (SVM), Naive Bayes, and Random Forest, in the context of SMS spam 

detection. 

4. To Optimize the System for High Accuracy and Precision: Focus on achieving high 

classification performance by maximizing accuracy, precision, and recall metrics to 

ensure that the system can effectively distinguish between spam and non-spam messages. 

5. To Address the Limitations of Traditional Spam Detection Methods: Explore and 

evaluate the advantages of using advanced machine learning and NLP techniques over 

traditional keyword-based spam filtering methods, which have limitations in handling 

evolving spam tactics. 

6. To Provide Practical Solutions for Real-World Applications: Ensure that the developed 

system can be implemented in real-world mobile applications to reduce the negative 

impact of SMS spam on mobile phone users, enhancing user experience and security. 

Literature Review 

Nguyen, Jain, and Lee (2017) conducted a comprehensive study on SMS spam detection 

using machine learning algorithms, which has become a cornerstone in the field of mobile 

communication security and text classification. Their research aimed to evaluate the 

performance of several supervised learning models in accurately identifying spam messages 

from legitimate ones using a well-known dataset. The authors explored popular algorithms 

such as Naive Bayes, Support Vector Machines (SVM), Decision Trees, and k-Nearest 

Neighbors (k-NN), each tested under consistent preprocessing and feature extraction 

conditions. A significant portion of their methodology focused on the importance of text 

preprocessing techniques, including tokenization, stop-word removal, and stemming, which 

are essential for reducing noise and improving the quality of the input data. Feature extraction 

was carried out using the Bag-of-Words (BoW) model and the Term Frequency-Inverse 

Document Frequency (TF-IDF) approach, both of which are standard in transforming textual 

data into numerical formats suitable for classification. 

Nguyen, Jain, and Lee (2017) presented a significant study focusing on the classification of 

SMS spam messages using a range of machine learning algorithms. Their research aimed to 

combat the growing issue of unsolicited text messages, which often disrupt user experience 
and can pose security risks. To address this, the authors implemented and compared the 

effectiveness of several supervised machine learning techniques—namely, Naive Bayes, 

Support Vector Machines (SVM), Decision Trees, and k-Nearest Neighbors (k-NN). The 

models were trained and tested using the SMS Spam Collection Dataset, a benchmark corpus 

containing thousands of labeled SMS messages categorized as either spam or ham (non-

spam). A key part of their methodology involved text preprocessing, which included 

tokenization, stop-word removal, and stemming—critical steps for cleaning and standardizing 

textual data before converting it into a structured format. They employed Bag-of-Words and 

TF- IDF feature extraction methods to transform messages into numerical vectors suitable for 

model training. 

Zhang and Chen (2020) conducted a study on SMS spam detection using hybrid machine 

learning models to improve the accuracy and efficiency of identifying spam messages. 

Recognizing that traditional machine learning approaches may have limitations when faced 

with the dynamic nature of spam messages, the authors explored the effectiveness of 

combining multiple machine learning algorithms into hybrid models. Specifically, they tested 

the performance of hybrid models that integrate Support Vector Machines (SVM), Naive 

Bayes, Random Forest, and K- Nearest Neighbors (k-NN). The study applied a two-stage 

approach, where an initial classifier selects potentially spam messages, which are then refined 

by a secondary model to improve the overall classification accuracy. 

Methodology 

Data Collection 

For the detection of SMS spam, a dataset containing SMS messages labeled as spam or ham 
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(non-spam) is used. The SMS Spam Collection dataset from UCI Machine Learning 

Repository is employed for this study. It consists of 5,574 SMS messages, with 747 labeled 

as spam and 4,827 as non-spam. These messages are in English and contain a variety of 

subjects, including promotions, social interactions, and spam content. 

Preprocessing and Text Mining Techniques 

1. Tokenization: Splitting the text into smaller components (tokens), such as words or 

phrases. 

2. Stop-word Removal: Eliminating common words (e.g., "the", "and", "is") that do not add 

value to the classification. 

3. Stemming: Reducing words to their root forms (e.g., "running" becomes "run"). 

4. Feature Extraction: Using TF-IDF (Term Frequency-Inverse Document Frequency) to 

convert the text data into numerical vectors. This method captures the importance of 

words in relation to the entire corpus of messages. 

Machine Learning Models Several machine learning models are applied to classify the SMS 

messages into spam and non-spam categories. These models include: 

● Logistic Regression 

● Support Vector Machine (SVM) 

● Naive Bayes Classifier 

● Random Forest 

The performance of these models is compared using cross-validation techniques, and 

evaluation metrics such as accuracy, precision, recall, and F1-score are used to assess their 

effectiveness in classifying SMS messages. 

Analysis of Features 

The feature extraction process plays a crucial role in the success of SMS spam detection. In 

this study, the TF-IDF (Term Frequency-Inverse Document Frequency) method was used to 

convert the raw SMS text data into numerical features, making it suitable for machine 

learning models. The TF-IDF approach assigns weights to terms in the messages based on 

their frequency in the message and their inverse frequency across all messages in the dataset. 

This helps highlight the importance of unique words that are more indicative of spam 

messages. 
Key Features for Spam Detection 

After processing and transforming the SMS dataset using text mining and NLP techniques, 

we identified several features that significantly contributed to the classification of messages 

as spam or non-spam (ham). These features were extracted using TF-IDF and n-gram 

analysis, which highlight the terms and phrases most indicative of spam behavior. Below are 

some of the most impactful features: 

 
Figure: Key Features for Spam Detection 

Frequent Spam-Indicative Terms: 

Words like "free," "winner," "cash," "prize," "call," "urgent," "buy," and "guaranteed" are 

common in spam messages. These terms often suggest a promotional or phishing attempt. For 

example, terms like "free" are strongly associated with offers or advertisements that are 

typical in spam messages, while words such as "winner" and "cash" are often used in scams 

or lottery frauds. 

Contextual Patterns: 

In addition to individual terms, contextual patterns also played a role in feature importance. 

For instance, certain combinations of words (e.g., "call now", "act fast", "claim your prize") 
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showed up more frequently in spam messages and helped in classification. By analyzing co-

occurrence and the sequence of words, it became clear that these phrases were strong 

indicators of spam. 

Frequency of Terms in Spam vs. Ham: 

Spam messages exhibited higher frequencies of certain terms (e.g., "buy," "money," "prize," 

"winner"), while non-spam messages (ham) typically contained more personal pronouns (e.g., 

"I," "you," "we") and conversational phrases. Non-spam messages also had a broader 

vocabulary, reflecting more natural communication, as opposed to the repetitive and 

promotional language used in spam. 

Stop Words and Their Impact: 

While stop words (e.g., "the," "and," "to," "is," "it") were removed during preprocessing to 

avoid any noise in the data, the analysis showed that some stop words had minimal impact on 

spam classification. For instance, terms like "free" or "limited" may still be classified as spam 

due to their frequency in promotional messages, even though they might appear as common 

words in non-spam messages. 

TF-IDF Weighting: 

The TF-IDF values helped emphasize important keywords that appear frequently in a 

particular document but are rare across the entire dataset. High TF-IDF scores for words like 

"exclusive" or "special offer" suggested that these words were significant in distinguishing 

spam messages. This technique enabled the models to focus on the terms that were most 

indicative of spam, enhancing the overall classification accuracy. 

Effect of Feature Engineering: 

Experimenting with n-grams (bi-grams, tri-grams) also revealed important patterns. For 

example, the two-word phrase "free offer" or the three-word phrase "claim your prize" 

emerged as strong predictors of spam messages. Bigram and trigram features improved the 

model’s ability to detect these recurring phrases that are common in spam. 

Feature Importance in Machine Learning Models 

After extracting the features, machine learning models like SVM, Logistic Regression, and 

Naive Bayes were trained to predict whether an SMS message was spam or non- spam. The 

importance of individual features was evaluated by examining model coefficients and feature 
weights. 

● SVM: Features related to frequent spam terms like "cash" and "win" had higher weights in 

the decision-making process, making them more significant in classifying messages as 

spam. 

● Logistic Regression: In this model, features such as "free," "winner," and "buy" had strong 

positive coefficients for spam classification. 

● Naive Bayes: This model highlighted features with high probabilities in spam messages, 

such as "free," "offer," "prize," and "cash". 

Feature Analysis Summary 

● Top Spam Indicators: Words like "free," "winner," "cash," "claim," "urgent" were 

consistently strong indicators of spam. 

● N-grams and Contextual Phrases: The combination of certain words (e.g., "call now," "act 

fast," "claim your prize") helped improve detection accuracy. 

● TF-IDF Importance: By emphasizing rare, but highly indicative terms, the TF- IDF 

method provided a better feature representation, improving model classification 

capabilities. 

Challenges in Feature Extraction 

While the feature extraction techniques were effective, there were some challenges: 

● Ambiguity in Language: Some terms may appear in both spam and non-spam messages, 
making classification more difficult. For instance, a message about a “free event” could be non-

spam, while a “free trial” could be considered spam. 

● Evolving Language: As spammers continuously adapt their language, newer terms and expressions 

are introduced, requiring ongoing model updates and feature re-analysis. 
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Conclusion 

In this study, we demonstrated the effectiveness of using text mining and Natural Language 

Processing (NLP) techniques for SMS spam detection. By applying preprocessing steps like 

tokenization, stop-word removal, and stemming, and using TF-IDF for feature extraction, we were 

able to transform SMS text into a format suitable for machine learning models. Our analysis shows 

that Support Vector Machine (SVM) outperformed other models, achieving high accuracy and recall 

rates in spam classification. This approach provides a robust solution for SMS spam detection and can 

be integrated into mobile applications to safeguard users from unwanted messages. However, further 

research is needed to explore more advanced models, such as deep learning, to handle more complex 

and diverse datasets. Future work could also involve investigating techniques to address imbalanced 

class distribution in spam datasets and improving the system's adaptability to new spam trends. 
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