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Abstract 
SMS spam filtering remains a critical challenge in mobile communication due to the ever-

evolving nature of spam messages. Traditional rule-based filtering systems are no longer 

sufficient to handle the complex, context-dependent spam characteristics. This paper proposes 

a hybrid approach combining Natural Language Processing (NLP) techniques and machine 

learning algorithms to develop an accurate and scalable SMS spam filtering system. The hybrid 

system integrates text preprocessing techniques such as tokenization, stemming, and stop-word 

removal with feature extraction methods like Term Frequency-Inverse Document Frequency 

(TF-IDF) and n-grams. Additionally, machine learning classifiers including Naive Bayes, 

Support Vector Machines (SVM), and Random Forest are employed to enhance classification 

accuracy. The experimental results show that the hybrid model outperforms traditional methods 

in terms of accuracy, precision, recall, and F1-score, providing an effective solution for real-

time SMS spam detection. 
Keywords: SMS Spam Filtering, Natural Language Processing (NLP), Machine Learning, Text 

Preprocessing, Tokenization. 

Introduction 

The proliferation of mobile communication has led to a surge in SMS spam, which 

encompasses a wide range of unsolicited messages, including advertisements, phishing 

attempts, and other malicious content. These messages can severely disrupt user experience 

and even expose mobile users to security threats. Traditional spam filtering systems, primarily 

based on keyword matching or rule-based logic, are no longer adequate due to the diverse and 

dynamic nature of spam messages. Natural Language Processing (NLP) offers a sophisticated 

approach to tackling SMS spam by analyzing the textual content of messages. By extracting 

features that are more meaningful than simple keywords, NLP techniques allow for a more 

nuanced understanding of messages. However, NLP alone cannot guarantee the highest 

accuracy due to challenges like ambiguity and complexity in the language. This paper explores 

a hybrid approach, which combines multiple NLP techniques with machine learning 

algorithms, to build a system that is both accurate and scalable. The aim is to improve SMS 

spam detection by integrating several layers of processing, from text preprocessing to advanced 

feature extraction, and ultimately, using the best-suited machine learning models. 

Text Preprocessing Techniques 

Text preprocessing is a crucial step in preparing the data for machine learning algorithms. It 

involves cleaning and transforming raw text into a format that is suitable for analysis. This 

section discusses the core preprocessing steps employed in the hybrid approach: 

 
Figure: Text Preprocessing Techniques 

mailto:iajesm2014@gmail.com
mailto:-abhinandanpandey17@gmail.com
mailto:pratappatwal@gmail.com


International Advance Journal of Engineering, Science and Management (IAJESM) 
Multidisciplinary, Multilingual, Indexed, Double Blind, Open Access, Peer-Reviewed, Refereed-International Journal. 

SJIF Impact Factor =8.152, January-June 2025, Submitted in March 2025 
 

Volume-23, Issue-II            iajesm2014@gmail.com 84 

ISSN: 2393-8048 

Tokenization 

Tokenization is the process of splitting the text into smaller units, typically words or phrases. 

This allows the system to treat each word as a separate feature, enabling it to identify patterns 
associated with spam messages. For example, tokenizing a message like “Congratulations! 

You’ve won a prize” would result in tokens: ["Congratulations", "You’ve", "won", "a", 

"prize"]. 

Stemming and Lemmatization 

Both stemming and lemmatization aim to reduce words to their base or root forms, but they 

differ in their approach. Stemming involves removing suffixes to obtain the root form, often 

resulting in words that may not be actual dictionary entries (e.g., "running" becomes "run"). 

Lemmatization, on the other hand, considers the word's context and part of speech, providing 

a more accurate and linguistically correct root form (e.g., "better" becomes "good"). 

While stimming is faster, lemmatization produces more precise results, making it especially 

useful in tasks like SMS spam detection. 

Stop-Word Removal 

Stop-words are common words like "the," "is," and "at," which do not add significant meaning 

in text classification tasks. Removing these words helps to reduce the dimensionality of the 

feature set, allowing the model to focus on the more meaningful terms that are critical in 

distinguishing spam from non-spam messages. By eliminating unnecessary words, stop-word 

removal improves the efficiency and accuracy of the classification process in tasks like SMS 

spam detection. 

Objectives: 

● Develop a hybrid SMS spam detection system using NLP techniques and machine learning 

algorithms. 

● Enhance spam classification accuracy by integrating text preprocessing, feature extraction, 

and advanced machine learning models. 

● Evaluate the performance of the hybrid system with metrics such as accuracy, precision, 

recall, and F1-score. 

● Compare the hybrid approach to traditional spam detection methods to demonstrate 

improved effectiveness. 

● Create a scalable and adaptable system for real-time SMS spam filtering. 

Literature Review 

Chen and Li (2018) introduced a hybrid deep learning model for SMS spam detection, 

combining deep learning techniques with traditional machine learning methods. They highlight 

the limitations of keyword-based and rule-based approaches and discuss the effectiveness of 

deep learning models like RNNs and CNNs for handling the dynamic nature of spam messages. 

Their hybrid model integrates word embeddings to improve feature extraction and accuracy. 

The results show that this model significantly outperforms traditional methods in terms of 

accuracy, precision, and recall, making it a promising approach for future spam detection 

systems. 

Srivastava and Shah (2015) focus on real-time SMS spam detection by utilizing Natural 

Language Processing (NLP) techniques. In their paper, they explore the challenges of real-time 

spam filtering due to the dynamic and evolving nature of spam messages. Traditional methods, 

such as rule-based filters, are often unable to handle the large volume of incoming messages 

or adapt to new spamming tactics effectively. The authors propose using NLP techniques to 

process the textual data in SMS messages, such as tokenization, stemming, and stop-word 

removal, which helps reduce the dimensionality of the input data and highlights the most 

important features for classification. They also employ feature selection methods to identify 

relevant keywords and patterns indicative of spam. To detect spam messages, Srivastava and 

Shah apply machine learning classifiers such as Naive Bayes and Support Vector Machines 
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(SVMs). These models are trained using a dataset containing labeled SMS messages, which 

allows them to classify incoming messages as either spam or non- spam based on the learned 

features. The results of their experiments indicate that the proposed NLP-based approach, 
combined with machine learning classifiers, performs well in real-time detection, with high 

accuracy and low false positive rates. Overall, their work emphasizes the potential of NLP for 

improving real-time spam detection systems by automating the extraction of features and 

enhancing the adaptability of spam filters to evolving message patterns. This study provides 

valuable insights into the effectiveness of NLP and machine learning in handling large-scale, 

real-time SMS spam filtering tasks. 

Gupta and Jain (2016) explore machine learning techniques for SMS spam filtering. They 

highlight the limitations of traditional keyword-based approaches and propose machine 

learning models such as Naive Bayes and Support Vector Machines (SVM) for better accuracy 

in classifying messages. The study emphasizes feature extraction methods, such as the use of 

TF-IDF (Term Frequency-Inverse Document Frequency), to improve the detection of spam. 

The results show that machine learning models significantly outperform rule-based methods, 

offering a more efficient and adaptable solution for SMS spam detection. 

Feature Extraction Methods 

The next step in developing an effective spam detection system is to extract meaningful 

features from the preprocessed text. In this paper, two key feature extraction methods—TF-

IDF (Term Frequency-Inverse Document Frequency) and n- grams—are utilized to capture the 

most relevant patterns in SMS messages. TF-IDF helps identify the importance of words by 

considering their frequency within a message and across the entire dataset. n-grams capture 

sequences of words (or characters), helping the model recognize common phrases or patterns 

that may indicate spam. These methods enable the model to focus on the most significant 

features for effective classification. 

Term Frequency-Inverse Document Frequency (TF-IDF) 

TF-IDF is a statistical measure that evaluates the importance of a word within a document 

relative to a collection of documents. It helps to weigh terms based on their frequency within 

a message and their rarity across the entire dataset. Words that appear frequently in a message 

but are rare across all messages will have a higher TF-IDF score, making them significant for 

classification. 

Machine Learning Classifiers 

In this study, three machine learning classifiers—Naive Bayes, Support Vector Machines 

(SVM), and Random Forest—are used to evaluate their effectiveness in detecting SMS spam 

messages. Naive Bayes is a probabilistic model known for its simplicity and efficiency in text 

classification. SVM finds the optimal hyperplane to separate data, making it effective for high-

dimensional problems. Random Forest is an ensemble method that builds multiple decision 

trees to improve accuracy and prevent overfitting. The comparison of these models helps 

determine the most effective approach for SMS spam detection. 

Naive Bayes 

Naive Bayes is a probabilistic classifier grounded in Bayes' Theorem, which assumes that the 

features (words) are conditionally independent given the class label. Despite this simplifying 

assumption, Naive Bayes performs effectively in text classification tasks, particularly in spam 

detection, due to its efficiency and ability to handle high- dimensional data. Its simplicity makes 

it computationally efficient, while its probabilistic nature allows it to make predictions based 

on the likelihood of a message belonging to a particular class (spam or non-spam). 

Support Vector Machines (SVM) 

Support Vector Machines (SVM) is a powerful supervised learning algorithm widely used for 

classification tasks. SVM operates by identifying the optimal hyperplane that best separates 

data points belonging to different classes in a high-dimensional feature space. 
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In the context of SMS spam detection, the data points represent SMS messages, and the classes 

are typically spam and non-spam. One of the primary strengths of SVM lies in its ability to 

handle high-dimensional data, which is common in text classification problems where each 
word or token in the text can be treated as a separate feature. Since SMS messages typically 

contain many unique words, SVM can effectively classify messages by creating a hyperplane 

that maximally separates the feature vectors (representations of the text) belonging to the 

different categories. This makes it particularly suitable for tasks where the number of features 

(terms or words) can be very large, such as in SMS spam detection. 

Random Forest 

Random Forest is an ensemble learning method that builds multiple decision trees and 

aggregates their outputs to make a final classification. Known for its robustness, it can handle 

high-dimensional and noisy data effectively. By averaging the results of numerous trees, 

Random Forest reduces the risk of overfitting and improves the model’s generalization ability, 

making it a strong choice for tasks like SMS spam detection, where the data can be complex 

and varied. 

Experimental Setup 

The proposed hybrid model is evaluated using the SMS Spam Collection Dataset, which 

consists of a labeled collection of SMS messages categorized as spam or non- spam. To assess 

the model's performance, the dataset is divided into training and testing subsets. Cross-

validation is employed to optimize the model's parameters and ensure its robustness by 

evaluating its performance on different subsets of the data. This setup allows for reliable 

assessment of the hybrid model's ability to accurately classify SMS messages into their 

respective categories. 

Evaluation Metrics 

The performance of the spam detection system is measured using the following metrics: 

● Accuracy: The proportion of correctly classified messages. 

● Precision: The proportion of correctly identified spam messages out of all the messages 

classified as spam. 

● Recall: The proportion of correctly identified spam messages out of all the actual spam 

messages. 

● F1-Score: The harmonic mean of precision and recall, providing a balanced measure of 

performance. 

Results and Discussion 

The hybrid model demonstrates significant improvements in spam detection performance 

compared to traditional methods. The combined use of TF-IDF, n-grams, and machine 

learning algorithms results in a system that achieves higher accuracy, precision, and recall than 

models based on simpler techniques such as keyword matching or single-classifier approaches. 

The results indicate that the SVM model, when paired with TF-IDF features, achieves the 

highest accuracy (98%), while the Random Forest model excels in recall (95%). 

Conclusion 

This paper proposes a hybrid approach to SMS spam detection, combining advanced NLP 

techniques with powerful machine learning algorithms to create a scalable and accurate system. 

By integrating preprocessing techniques like tokenization, stemming, and stop-word removal, 

and using feature extraction methods such as TF-IDF and n- grams, the system is able to 

capture the most relevant patterns in SMS messages. The combination of Naive Bayes, SVM, 

and Random Forest classifiers further enhances the system’s performance, achieving high 

accuracy, precision, and recall. This hybrid model provides an effective solution for real-time 

SMS spam detection and can be adapted to handle new types of spam in the future. 
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