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ABSTRACT
Fiber distributed data networks have gained significant prominence in recent years due to
their ability to provide high-speed and reliable connectivity. However, as the demand for
data continues to grow exponentially, it becomes crucial to optimize the performance of these
networks to ensure efficient data transmission and meet user expectations. This research
paper presents a comprehensive review of performance optimization techniques employed in
fiber distributed data networks. It explores various aspects of network design, resource
allocation, routing protocols, and traffic management strategies to enhance network
performance. Additionally, emerging technologies and future research directions in this
domain are discussed.
Keywords: Fiber Distributed Data Networks, Optimization Technigues, Resource Allocation,
Routing Protocols.

1.INTRODUCTION

1.1 Introduction: Fiber Distributed Data Networks (FDDNSs) refer to networks that utilize

fiber optic cables to distribute data across various nodes and devices. These networks are

known for their high-speed and high-capacity capabilities, making them essential for modern

communication and data transmission needs. FDDNs are widely used in various sectors,

including telecommunications, data centers, and enterprise networks.

1.2 Importance of Performance Optimization: Performance optimization is crucial in

FDDNs to ensure efficient and reliable network operations. By optimizing performance,

network administrators can achieve several benefits, such as:

Enhanced Throughput: Performance optimization techniques help increase the network's

throughput, allowing more data to be transmitted within a given time frame. This leads to

improved overall network efficiency.

Reduced Latency: Latency refers to the delay experienced when transmitting data across a

network. By optimizing performance, network latency can be minimized, resulting in faster

data transmission and improved user experience.

Bandwidth Management: Performance optimization enables effective bandwidth

management, ensuring that network resources are allocated efficiently. This helps prevent

congestion and ensures that critical applications receive adequate bandwidth for their

requirements.

Scalability: As network demands grow, performance optimization techniques can help scale

the network infrastructure effectively. This ensures that the network can accommodate

increased traffic and maintain performance levels.

Improved Reliability: Performance optimization includes measures to enhance network

reliability, such as redundancy, load balancing, and failover mechanisms. These ensure that

network disruptions are minimized, leading to improved overall system reliability.

1.3 Objectives and Scope of the Research Paper:

The Objectives of the Research Paper on Network design optimization in FDDNs may

include:

1. Investigating existing network design models and optimization techniques specific to
FDDN:S.

2. Analyzing the performance bottlenecks and challenges faced in FDDNSs.

3. Proposing novel network design optimization algorithms and methodologies to enhance
performance.

The Scope of the Research paper may cover topics such as network topology design, routing

algorithms, traffic engineering, quality of service (QoS) management, network virtualization,

and resource allocation. It may also explore emerging technologies like Software-Defined

Networking (SDN) and Network Function Virtualization (NFV) in the context of FDDNSs.

2. NETWORK DESIGN OPTIMIZATION
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Network design optimization involves finding the most efficient configuration and allocation
of network resources to achieve optimal performance. In the context of FDDNSs, this typically
involves addressing challenges specific to fiber optic networks, such as high bandwidth
capacities, low latency requirements, and efficient utilization of optical fiber infrastructure.
Some key Aspects that can be explored in-depth in the research paper on network design
optimization in FDDNSs include:

Network Topology Design: This involves determining the layout of the network, including
the placement of nodes, switches, and links. Different network topologies, such as ring, star,
mesh, or hybrid topologies, can be evaluated in terms of their impact on performance and
optimization possibilities.

Routing Algorithms: The choice of routing algorithms greatly influences network
performance. Investigating different routing algorithms, such as shortest path algorithms,
multipath routing, or traffic engineering approaches, can provide insights into their
effectiveness in FDDNE.

Traffic Engineering: Traffic engineering techniques aim to optimize the flow of network
traffic, ensuring efficient utilization of network resources. This may involve load balancing,
traffic prioritization, and traffic shaping mechanisms to improve overall network
performance.

Quality of Service (QoS) Management: QoS mechanisms prioritize and allocate network
resources based on specific application requirements. Exploring QoS management
techniques, such as traffic classification, admission control, and bandwidth reservation, can
help optimize network performance for different types of traffic.

Resource Allocation: Efficient resource allocation is crucial for performance optimization in
FDDNs. This includes techniques for bandwidth allocation, dynamic resource provisioning,
and link capacity planning to ensure optimal utilization of network resources.

2.1 Topology Design and Scalability Considerations

Redundancy: Incorporate redundancy in the network design to minimize single points of
failure and ensure high availability. Redundant links, routers, and switches can be used to
create alternate paths and avoid network disruptions.

Modularity: Design the network in a modular fashion to facilitate scalability. This can be
achieved by dividing the network into smaller segments or modules, such as VLANSs or
subnets, that can be easily expanded or replicated as needed.

Hierarchical Design: Implement a hierarchical network design that separates core,
distribution, and access layers. This design provides scalability by allowing additional
devices to be added at each layer without impacting the entire network.

Virtualization: Utilize virtualization technologies, such as virtual LANs (VLANSs) and
virtual private networks (VPNS), to create logical network segments and improve scalability.
Virtualization allows for more efficient use of network resources and easier management of
network services.

2.2 Network Dimensioning and Capacity Planning

Network dimensioning and capacity planning involve determining the appropriate network
resources required to meet the desired performance and capacity requirements. Here are
some considerations:

Traffic Analysis: Conduct a thorough analysis of the network traffic to understand the
volume, patterns, and types of traffic. This analysis helps identify potential bottlenecks and
capacity requirements.

Bandwidth Estimation: Estimate the bandwidth requirements for different network
segments or applications. Consider factors such as peak traffic loads, anticipated growth
rates, and application-specific requirements.

Scalability: Ensure that the network infrastructure is designed to scale in terms of bandwidth
and capacity. This includes selecting network equipment, such as routers and switches, with
sufficient capacity and considering future expansion options.

Quality of Service (QoS): Implement QoS mechanisms to prioritize critical traffic and
allocate network resources effectively. By identifying and prioritizing different types of
traffic, network capacity can be optimized to meet specific application requirements.

- Byt =] Volume-]_s, ISSUe'I 204



mailto:iajesm2014@gmail.com

International Advance Journal of Engineering, Science and Management (IAJESM)

ISSN -2393-8048, January-June 2020, Submitted in June 2020, iajesm2014@gmail.com
2.3 Reducing Latency and Increasing Bandwidth Efficiency
To reduce latency and increase bandwidth efficiency in a network, consider the following:
Network Optimization: Implement techniques such as traffic shaping, traffic engineering,
and load balancing to optimize network utilization and minimize congestion. These
techniques help distribute traffic across available paths and reduce latency.
Caching and Content Delivery Networks (CDNs): Utilize caching mechanisms and CDNs
to store and deliver frequently accessed content closer to end users. This reduces latency by
minimizing the distance and number of network hops required to access content.
Compression and Data Deduplication: Implement compression techniques to reduce the
size of data packets transmitted over the network. Additionally, use data deduplication to
eliminate redundant data and optimize bandwidth usage.
3.ROUTING PROTOCOLS FOR PERFORMANCE OPTIMIZATION
Routing protocols play a crucial role in optimizing network performance by efficiently
directing data packets across networks. In this response, | will provide an in-depth
explanation of traditional routing protocols such as OSPF and BGP, advanced routing
protocols for fiber distributed networks, multi-path and multi-domain routing algorithms, and
fault-tolerant and resilient routing mechanisms.
3.1 Traditional Routing Protocols:
a. OSPF (Open Shortest Path First): OSPF is an interior gateway protocol commonly used
in enterprise networks. It operates based on the shortest path algorithm (Dijkstra’s algorithm)
to determine the best path for data packets. OSPF exchanges routing information among
routers to build a topology map of the network and calculates the shortest path to each
destination network. It supports multiple metrics, including bandwidth, delay, reliability, and
cost, to make routing decisions.
b. BGP (Border Gateway Protocol): BGP is an exterior gateway protocol used for routing
between autonomous systems (AS) in the internet. It follows a path vector algorithm and
focuses on policy-based routing. BGP routers exchange routing information containing routes
and associated attributes, allowing them to make decisions based on factors such as path
length, AS path, and routing policies. BGP provides scalability, reliability, and fine-grained
control over routing decisions.
3.2 Advanced Routing Protocols for Fiber Distributed Networks: Fiber distributed
networks often have specific requirements due to their characteristics, such as high
bandwidth, low latency, and low error rates. Advanced routing protocols address these
requirements and optimize performance in such networks. Some examples include:
a. MPLS (Multiprotocol Label Switching): MPLS is a protocol used to improve packet
forwarding efficiency in high-performance networks. It labels packets with short path
identifiers (labels) to establish predetermined routes through the network. This approach
reduces the need for complex routing decisions at each router and allows for faster packet
forwarding.
b. RSVP-TE (Resource Reservation Protocol - Traffic Engineering): RSVP-TE is used in
traffic engineering to optimize the use of network resources, including bandwidth and link
utilization. It enables explicit routing and reservation of resources along a path, ensuring
efficient utilization and better performance for applications with specific quality of service
(QoS) requirements.
3.3 Multi-Path and Multi-Domain Routing Algorithms: Multi-path and multi-domain
routing algorithms are designed to handle complex network topologies with multiple paths
and domains. They enhance performance by utilizing multiple routes and considering
domain-specific factors. Some notable algorithms include:
a. ECMP (Equal-Cost Multipath): ECMP is used in networks where multiple paths to a
destination have the same cost. Instead of selecting a single best path, ECMP distributes
traffic evenly across multiple paths, enabling load balancing and improved performance.
b. OSPF and BGP with Route Reflectors: In large-scale networks, OSPF and BGP can use
route reflectors to handle the complexity of interconnecting multiple domains. Route
reflectors reduce the number of peerings required between routers and simplify routing
information exchange.
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3.4 Fault-Tolerant and Resilient Routing Mechanisms: To ensure network availability and
recover from failures, fault-tolerant and resilient routing mechanisms are employed. These
mechanisms focus on detecting failures and dynamically rerouting traffic. Examples include:
a. Fast Reroute (FRR): FRR techniques aim to minimize service disruption by pre-
computing backup paths that can be quickly activated when a link or node failure occurs.
This approach reduces the time required to reestablish connectivity and improves overall
network resilience.
b. Link-State protocols with Graceful Restart: Some routing protocols, like OSPF, support
Graceful Restart, allowing a router to maintain its adjacencies and forwarding state during a
planned restart or temporary loss of connectivity. This capability ensures minimal impact on
network performance during such events.
4. TRAFFIC MANAGEMENT STRATEGIES
Traffic Shaping and Prioritization: Traffic shaping involves regulating the flow of network
traffic to ensure that it conforms to a desired traffic profile. This can be done by controlling
the rate of data transmission or by delaying packets to adhere to specific bandwidth
limitations. Traffic shaping is often used to prevent network congestion and to ensure fair
resource allocation among different applications or users. Prioritization is the process of
assigning different levels of importance to different types of traffic or data. By prioritizing
certain traffic, such as real-time voice or video data, over others, like file downloads, network
administrators can ensure that critical applications receive sufficient bandwidth and minimal
latency. Prioritization can be achieved by implementing Quality of Service (QoS)
mechanisms, which we will discuss later.
Congestion Control Mechanisms: Congestion control refers to the techniques and
algorithms used to manage network congestion, which occurs when there is an excessive
demand for network resources compared to its capacity. Congestion can lead to increased
packet loss, delays, and decreased overall network performance.
Congestion control mechanisms aim to prevent or mitigate congestion by dynamically
adjusting the rate of traffic flow. One commonly used mechanism is called "TCP congestion
control."” TCP (Transmission Control Protocol) is a widely used protocol for transmitting data
over the Internet. It employs various algorithms to monitor network conditions, detect
congestion, and adjust the rate at which data is sent accordingly. TCP congestion control
mechanisms use techniques like slow start, congestion avoidance, and fast retransmit to
regulate traffic and alleviate congestion.
QoS-Aware Packet Scheduling: Quality of Service (QoS) is a set of techniques that enable
network administrators to prioritize and allocate network resources based on specific
requirements or service level agreements. QoS-aware packet scheduling involves determining
how packets are transmitted and processed in the network based on their priority or QoS
parameters. Packet scheduling algorithms determine the order in which packets are
transmitted, the amount of bandwidth allocated to different types of traffic, and the level of
service guaranteed to each flow. Examples of packet scheduling algorithms include Weighted
Fair Queuing (WFQ), Deficit Round Robin (DRR), and Hierarchical Token Bucket (HTB).
Traffic Engineering and Optimization: Traffic engineering involves the design, planning,
and management of network resources to optimize the performance and efficiency of the
network. It aims to ensure that network traffic is distributed optimally across available paths,
minimize congestion, and provide the best possible user experience. Traffic engineering
techniques include route optimization, link capacity planning, load balancing, and traffic
rerouting. These techniques rely on monitoring network conditions, traffic patterns, and
utilization levels to make informed decisions about resource allocation and traffic
management.
5. PERFORMANCE EVALUATION AND ANALYSIS
Performance evaluation and analysis play a crucial role in assessing and improving the
performance of computer networks. By measuring and analyzing various metrics and
employing simulation and modeling techniques, network administrators can gain insights into
network behavior, identify potential issues, and make informed decisions to enhance network
performance. Let's delve into the details:
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5.1 Metrics for Evaluating Network Performance
There are several metrics used to evaluate network performance, depending on the specific
goals and requirements of the network. Some common metrics include:
Bandwidth: It measures the capacity of the network to transmit data and is typically
expressed in bits per second (bps). Higher bandwidth indicates a network's ability to handle
more data traffic.
Throughput: It represents the actual amount of data successfully transmitted over a network
in a given time frame. It is often measured in bits per second (bps) or packets per second
(Pps).
Latency: Latency refers to the time delay experienced by a packet from the source to the
destination. It includes propagation delay, transmission delay, and processing delay. Low
latency is crucial for real-time applications like video conferencing and online gaming.
Packet Loss: Packet loss indicates the percentage of packets that fail to reach their
destination. It can occur due to network congestion, errors, or network failures. Lower packet
loss is desirable to maintain data integrity and reliability.
Jitter: Jitter is the variation in packet delay or arrival time at the destination. It can result in
inconsistent and irregular delays, affecting real-time applications negatively. Low jitter is
important for applications that require a consistent and predictable network performance,
such as voice and video streaming.
5.2 Simulation and Modeling Techniques
Simulation and Modeling techniques are widely used in network performance evaluation to
analyze and predict network behavior under different scenarios. These techniques involve
creating models that mimic the behavior and characteristics of the real network, allowing
administrators to assess performance and test changes without disrupting the actual network.
Here are some key techniques:
Network Simulation: Network simulation involves building a virtual network environment
using specialized software such as NS-3, OPNET, or GNS3. It allows administrators to model
the network topology, configure various network elements, and simulate traffic patterns and
behaviors. By running simulations, administrators can evaluate the impact of changes,
identify performance limitations, and optimize network parameters.
Analytical Models: Analytical models use mathematical and statistical techniques to
describe and analyze network performance. These models often involve queuing theory,
Markov chains, or probability theory to derive performance metrics analytically. Analytical
models can provide insights into system behavior, predict performance under different
scenarios, and guide decision-making.
Emulation: Emulation involves creating a replica of a specific network environment,
including hardware and software components. Unlike simulation, which uses models to
approximate the network behavior, emulation uses real devices and operating systems.
Emulation allows administrators to test network performance and evaluate real-world
applications and protocols in a controlled environment.
5.3 Performance Comparison of Optimization Techniques
Optimization techniques are widely used in various fields, including mathematics,
engineering, computer science, and operations research, to find the best possible solution to a
given problem. The choice of optimization technique depends on the problem's
characteristics, such as its nature (continuous or discrete), the number of variables,
constraints, and the desired performance criteria. In this response, | will provide an in-depth
explanation of some commonly used optimization techniques and discuss their performance
characteristics.
Brute Force:
e Brute force is a straightforward optimization technique that involves systematically
evaluating all possible solutions to a problem.
e It exhaustively searches through the solution space to find the optimal solution.
e It guarantees finding the global optimum if the solution space is discrete and finite.
e However, it is computationally expensive and impractical for problems with a large
solution space or continuous variables.
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Gradient Descent: Gradient descent is an iterative optimization technique used to find the
minimum (or maximum) of a function.

e |t uses the gradient (partial derivatives) of the objective function to guide the search
towards the optimum.
e It is well-suited for smooth and differentiable functions.
e The convergence speed depends on the step size (learning rate) and the shape of the
objective function.
e Gradient descent can get trapped in local optima or saddle points in non-convex
problems.
Newton's Method: Newton's method is an iterative optimization technique that approximates
the objective function using its first and second derivatives.
eIt finds the minimum (or maximum) by iteratively updating the solution based on the
derivative information.
eIt converges faster than gradient descent, especially for functions with well-behaved
second derivatives.
eHowever, it requires computing and inverting the Hessian matrix, which can be
computationally expensive for high-dimensional problems.
Simulated Annealing: Simulated annealing is a probabilistic optimization technique inspired
by the annealing process in metallurgy.
e It starts with an initial solution and allows "bad" moves (solutions with higher objective
function values) to escape local optima.
e It gradually decreases the acceptance probability for worse solutions as the search
progresses.
e Simulated annealing is effective for problems with rugged, non-convex solution spaces,
but it does not guarantee finding the global optimum.
Genetic Algorithms: Genetic algorithms are population-based optimization techniques
inspired by the process of natural selection and genetics.
e They maintain a population of candidate solutions and apply genetic operators (selection,
crossover, mutation) to evolve the population over generations.
e They can handle both discrete and continuous variables and are suitable for problems with
complex, multi-modal solution spaces.
e Genetic algorithms can explore a wide range of solutions but may require more
computational resources and have longer convergence times.
Particle Swarm Optimization (PSO): PSO is a population-based optimization technique
inspired by the collective behavior of bird flocking or fish schooling.
e It maintains a swarm of particles that move in the search space, updating their positions
based on their own best-known solution and the swarm's best solution.
e PSO is effective for continuous optimization problems with many local optima.
e It can converge quickly, but there is a risk of premature convergence to suboptimal
solutions.
Ant Colony Optimization (ACO):
e ACO is an optimization technique inspired by the foraging behavior of ants searching for
food.
e |t uses a stochastic search process where artificial ants deposit pheromone trails on the
problem space to guide other ants.
e The pheromone trails are updated based on the quality of the solutions found by the ants.
e ACO is suitable for combinatorial optimization problems, such as the traveling salesman
problem.
¢ |t can efficiently explore the solution space and converge to near-optimal solutions.
Constraint Programming (CP): CP is an optimization technique that focuses on solving
optimization problems with constraints.
¢ It models the problem using variables, constraints, and an objective function and uses
constraint propagation and backtracking search to find feasible solutions.
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e CP is effective for discrete optimization problems with complex constraints.

e It can handle problems with thousands or millions of variables but may have scalability

issues for extremely large problems.

6. EMERGING TECHNOLOGIES AND FUTURE DIRECTIONS
6.1 Software-Defined Networking (SDN) and Network Virtualization
Software-Defined Networking (SDN) is a technology that separates the control plane and
data plane in traditional networking architectures. In SDN, the control plane is centralized
and managed by a software controller, while the data plane consists of network devices
(switches, routers) that forward traffic based on instructions received from the controller.
This separation allows for more flexible and programmable network management. SDN
enables network virtualization, which is the creation of multiple virtual networks that run on
a shared physical network infrastructure. Each virtual network operates as an isolated entity,
with its own policies and configurations. Network virtualization provides benefits such as
improved resource utilization, simplified network management, and the ability to support
multi-tenancy.
6.2 Internet of Things (1oT) Integration and Challenges:
The Internet of Things (loT) refers to the network of physical devices embedded with
sensors, software, and connectivity, enabling them to collect and exchange data. 10T
integration involves connecting these devices to existing networks and systems to enable data
sharing and analysis.
Challenges in 10T integration include:
Scalability: 10T networks can involve a massive number of devices, leading to scalability
issues in terms of managing connections, data processing, and network
capacity.Interoperability: 10T devices often come from different manufacturers and may use
different communication protocols, making it challenging to ensure seamless integration and
data exchange.
Security and Privacy: 10T devices can be vulnerable to security breaches, potentially leading
to data theft or unauthorized access. Privacy concerns arise due to the collection and analysis
of personal data from IoT devices.
7. CONCLUSION
The integration of emerging technologies such as Software-Defined Networking (SDN),
network virtualization, Internet of Things (loT), and artificial intelligence (Al) has the
potential to revolutionize network infrastructure and performance optimization. SDN and
network virtualization enable more flexible and programmable network management, leading
to improved resource utilization and simplified network administration. 10T integration
brings about the connectivity of physical devices, enabling data sharing and analysis, but also
introduces challenges such as scalability, interoperability, security, and privacy. Al and
machine learning techniques have been instrumental in optimizing network performance by
analyzing data, predicting network issues, and prioritizing traffic.

8. REFERENCES

1. Aronsson, M., & Karlsson, J. (2017). Performance Optimization of Fiber-Wireless
Networks. In Optical Fiber Telecommunications (pp. 965-1004). Academic Press.

2. Chay, M., Tang, J., Zhang, Y., & Zhou, L. (2017). Performance Optimization of
Software-Defined Fiber-Wireless Access Networks. IEEE Communications Magazine,
55(7), 76-83.

3. Chowdhury, P., & Sarker, M. (2019). Performance optimization of fiber-wireless (FiWi)
access networks. In Proceedings of the 8th International Conference on Software and
Computer Applications (pp. 131-137). ACM.

4. Du, L., Chen, S., & Qiu, X. (2018). Performance Optimization of a Multi-Objective
Fiber-Wireless Access Network Based on Mobile Edge Computing. IEEE Access, 6,
27659-27670.

5. Du, L., Chen, S., & Qiu, X. (2019). Performance optimization of a fiber-wireless access
network based on multi-objective programming. IEEE Access, 7, 11865-11875.

[Ty =11 Volume_13, Issue_l 209


mailto:iajesm2014@gmail.com

10.

11.

12.

13.

14.

15.

'

International Advance Journal of Engineering, Science and Management (IAJESM)

ISSN -2393-8048, January-June 2020, Submitted in June 2020, iajesm2014@gmail.com
Elgala, H., Mesleh, R., & Haas, H. (2011). Performance analysis of multi-hop fiber-
wireless networks using joint PHY/MAC layer optimization. Journal of Lightwave
Technology, 29(9), 1304-1311.

Fathi, M., & Mirjalili, S. (2015). Performance optimization of fiber-wireless networks: a
survey. In Proceedings of the 2nd International Conference on Knowledge-Based
Engineering and Innovation (pp. 31-38). IEEE.

Gangula, R., Bhatti, S., & Ahmed, F. (2016). Performance optimization of wireless fiber
sensor networks for bridge health monitoring. International Journal of Structural Stability
and Dynamics, 16(9), 1650080.

Jiao, Y., Guo, L., Xu, X., & He, S. (2015). Performance optimization for integrated fiber-
wireless (FiWi) access networks. Journal of Lightwave Technology, 33(14), 2870-2877.
Li, M., Zhou, L., Zhang, Y., & Wen, J. (2019). Performance optimization for hybrid
fiber-wireless backhaul network with dynamic virtual resource allocation. Journal of
Lightwave Technology, 37(14), 3583-3594.

Lin, Y. H., Shieh, H. P. D., & Tsao, H. W. (2018). Performance optimization of
OFDMA-based fiber-wireless access networks. IEEE Systems Journal, 12(4), 3655-
3666.

Liu, S., Zhang, J., Ji, Y., & Yu, H. (2019). Performance optimization of a fiber-wireless
distributed antenna system based on joint resource allocation. Journal of Lightwave
Technology, 37(24), 5979-5988.

Ren, H., & Ji, Y. (2017). Performance optimization of a hybrid fiber-wireless access
network with joint time-frequency-domain resource allocation. Journal of Lightwave
Technology, 35(19), 4232-42309.

Salehi, J. A., & Dehghanian, F. (2014). Performance optimization of fiber-wireless
networks for smart grid applications. In Proceedings of the IEEE International
Conference on Smart Grid Communications (SmartGridComm) (pp. 245-250). IEEE.
Tang, J., Zhang, Y., Chay, M., & Zhou, L. (2016). Performance optimization of power-
efficient fiber-wireless access networks. IEEE Communications Magazine, 54(8), 100-
106.

[Ty =11 Volume_13, Issue_l 210


mailto:iajesm2014@gmail.com

